
Resumen detallado del video "La fascinante historia del Juego de Tronos de la
IA"

El desarrollo de la Inteligencia Artificial (IA) en las últimas décadas ha sido marcado
por una competencia feroz entre científicos, emprendedores y gigantes tecnológicos.
Esta competencia, comparada metafóricamente con una partida de "Juego de Tronos",
involucra a figuras clave como Sam Altman, CEO de OpenAI; Elon Musk; Demis
Hassabis y Mustafa Suleiman, fundadores de DeepMind; Larry Page, cofundador de
Google; y Satya Nadella, CEO de Microsoft, entre otros.

La historia comienza en 2010 con Demis Hassabis y Mustafa Suleiman, dos ingenieros
británicos convencidos de que la IA General (AGI, por sus siglas en inglés) sería
alcanzable en las próximas décadas. Este concepto, que se refiere a una IA capaz de
realizar cualquier tarea intelectual que un ser humano puede, había quedado en el
olvido hasta que Hassabis y Suleiman fundaron DeepMind con el apoyo financiero de
inversores como Peter Thiel y Elon Musk (00:34-05:16).

El crecimiento de DeepMind atrajo la atención de gigantes tecnológicos como Google
y Facebook. En 2014, Google adquirió DeepMind por 650 millones de dólares,
superando la oferta de Facebook. Esta adquisición incluyó condiciones estrictas
impuestas por los fundadores de DeepMind, como la prohibición de uso militar de su
tecnología y la creación de un comité ético independiente (07:33-09:44).

Simultáneamente, Elon Musk comenzó a expresar preocupaciones sobre el potencial
riesgo existencial de la IA. Una discusión acalorada con Larry Page en una fiesta de
cumpleaños en 2015 marcó el fin de su amistad. Page acusó a Musk de ser un
"especista", es decir, de favorecer a los humanos sobre las máquinas, a lo que Musk
respondió con preocupación sobre el control de la IA por parte de empresas como
Google (09:44-13:03).

Esta preocupación llevó a Musk, junto con Sam Altman y otros inversores, a fundar
OpenAI en diciembre de 2015 como una entidad sin fines de lucro destinada a
desarrollar IA de manera segura y abierta. OpenAI prometió compartir sus
investigaciones y códigos de forma abierta, buscando contrarrestar el monopolio
potencial de Google en el campo de la IA (13:03-15:31).

Sin embargo, las tensiones internas surgieron cuando Musk intentó tomar el control de
OpenAI y fusionarlo con Tesla, lo que llevó a su salida de la organización.
Posteriormente, OpenAI cambió su estructura a una entidad con fines de lucro
limitada, permitiendo inversiones externas significativas, incluyendo 1.000 millones de
dólares de Microsoft en 2019 (15:31-24:59).

El lanzamiento de ChatGPT por OpenAI en noviembre de 2022 marcó un hito en la
industria. Originalmente planeado como una "demo para investigación de bajo nivel"
(43:45), ChatGPT rápidamente ganó popularidad, alcanzando un millón de usuarios en
cinco días y 100 millones en semanas. Este éxito sorprendió incluso a sus creadores y
desencadenó una respuesta inmediata de competidores como Google y Meta
(24:59-45:32).



Google, sintiendo la amenaza a su dominio en las búsquedas en línea, apresuró el
lanzamiento de su propio chatbot, Bard. Sin embargo, enfrentó críticas por errores y
respuestas inexactas, lo que afectó su reputación y el valor de sus acciones. Microsoft,
por su parte, integró la tecnología de OpenAI en su buscador Bing y en otros
productos, fortaleciendo su posición en el mercado (45:32-52:11).

Meta (Facebook) también reaccionó al éxito de OpenAI. Yann LeCun convenció a Mark
Zuckerberg de liberar sus modelos de IA como código abierto, lanzando LLaMA y
LLaMA 2. Esta estrategia buscaba atraer a desarrolladores e investigadores,
aumentando la relevancia de Meta en el campo de la IA (52:11-55:27).

El papel de empresas como Nvidia y Amazon es crucial en este panorama. Nvidia se
ha convertido en un proveedor clave de hardware para entrenamiento de modelos de
IA, mientras que Amazon ofrece infraestructura en la nube y ha invertido en
competidores como Anthropic (55:27-58:52).

En 2023, se produjeron más movimientos estratégicos. Microsoft amplió sus
inversiones y alianzas, incluyendo la adquisición de equipos y tecnologías de
empresas emergentes. Elon Musk, por su parte, fundó xAI, buscando desarrollar IA de
manera independiente y con una visión distinta a la de OpenAI (58:52-01:05:56).

Conclusiones

La competencia en el campo de la IA es intensa y está marcada por alianzas y
rivalidades entre las principales figuras y empresas tecnológicas. OpenAI, Microsoft,
Google y Meta lideran este "Juego de Tronos", cada una con estrategias y visiones
distintas sobre el desarrollo y aplicación de la IA. El rápido avance de tecnologías
como ChatGPT ha transformado la industria, obligando a las empresas a adaptarse
rápidamente.

La historia refleja no solo avances tecnológicos sino también debates éticos y
filosóficos sobre el futuro de la humanidad en relación con la IA. Las preocupaciones
sobre control, monopolio y el impacto en la sociedad son centrales en esta narrativa. A
medida que la IA continúa evolucionando, es esencial considerar no solo los beneficios
sino también los riesgos asociados, asegurando un desarrollo responsable y
equitativo.
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Los eventos más notorios e importantes narrados en la historia relacionada con el
desarrollo de la Inteligencia Artificial (IA) son los siguientes:

1. Fundación de DeepMind (2010):
○ Evento: Demis Hassabis y Mustafa Suleiman fundan DeepMind en

Londres, con el objetivo de lograr la Inteligencia Artificial General (AGI,
por sus siglas en inglés).

○ Importancia: DeepMind se convirtió en pionera en el campo de la IA
moderna, enfocándose en crear máquinas que puedan aprender y
pensar como seres humanos. Su trabajo sentó las bases para avances
significativos en aprendizaje profundo y redes neuronales.

2. Inversiones iniciales y apoyo de figuras clave:
○ Evento: Peter Thiel y Elon Musk invierten en DeepMind tras ser

convencidos por Hassabis y Suleiman.
○ Importancia: El respaldo financiero y estratégico de estos influyentes

empresarios permitió a DeepMind atraer talento y recursos,
posicionándose como líder en investigación de IA.

3. Adquisición de DeepMind por Google (2014):
○ Evento: Google adquiere DeepMind por 650 millones de dólares,

superando la oferta de Facebook.
○ Importancia: La adquisición fortaleció la posición de Google en el

campo de la IA y permitió a DeepMind acceder a recursos masivos de
datos y computación. Se establecieron condiciones éticas, como evitar
el uso militar de la tecnología y crear un comité de supervisión.

4. Victoria de AlphaGo sobre el campeón mundial de Go (2016):
○ Evento: El programa AlphaGo de DeepMind vence al campeón mundial

Lee Sedol en el juego de mesa Go.
○ Importancia: Este hito demostró la capacidad de las IA para superar a

humanos en tareas complejas que requieren intuición y estrategia,
generando conciencia global sobre el potencial y los riesgos de la IA
avanzada.

5. Disputa entre Elon Musk y Larry Page (2015):
○ Evento: Durante una fiesta de cumpleaños, Musk y Page tienen una

discusión acalorada sobre el futuro de la IA, lo que resulta en el fin de
su amistad.

○ Importancia: La disputa reflejó preocupaciones profundas sobre el
control y la ética en el desarrollo de la IA. Musk temía que empresas
como Google pudieran desarrollar IA sin considerar los riesgos
existenciales para la humanidad.

6. Fundación de OpenAI (2015):
○ Evento: Elon Musk, Sam Altman y otros inversores fundan OpenAI

como una organización sin fines de lucro dedicada a desarrollar IA de
manera segura y abierta.

○ Importancia: OpenAI se estableció para democratizar la IA y asegurar
que sus beneficios fueran ampliamente compartidos. Buscaba
contrarrestar posibles monopolios y promover la transparencia en la
investigación de IA.

7. Salida de Elon Musk de OpenAI (2018):



○ Evento: Musk abandona OpenAI tras desacuerdos internos y
propuestas para cambiar la dirección de la organización.

○ Importancia: Su salida marcó un cambio en la estructura y objetivos de
OpenAI, que luego se transformaría en una entidad con fines de lucro
limitado para atraer inversiones significativas.

8. Inversión de Microsoft en OpenAI (2019):
○ Evento: Microsoft invierte 1.000 millones de dólares en OpenAI y

establece una asociación estratégica.
○ Importancia: La inversión permitió a OpenAI acceder a recursos de

computación en la nube de Azure y acelerar su investigación. Para
Microsoft, significó posicionarse como líder en IA y integrar tecnologías
avanzadas en sus productos.

9. Publicación del paper "Attention is All You Need" (2017):
○ Evento: Investigadores de Google publican un documento que

introduce el modelo Transformer.
○ Importancia: El modelo Transformer revolucionó el procesamiento del

lenguaje natural, permitiendo avances significativos en traducción
automática y generación de texto, y sentó las bases para modelos como
GPT-3 y GPT-4.

10. Lanzamiento de GPT-3 y ChatGPT por OpenAI (2020-2022):
○ Evento: OpenAI lanza GPT-3 y posteriormente ChatGPT, modelos de

lenguaje avanzados capaces de generar texto coherente y participar en
conversaciones naturales.

○ Importancia: Estos modelos demostraron capacidades sorprendentes
en generación de texto, programación, traducción y más, popularizando
el uso de IA en aplicaciones cotidianas y generando debate sobre su
impacto en el empleo y la sociedad.

11. Respuesta de Microsoft y lanzamiento de Bing AI y Copilot (2023):
○ Evento: Microsoft integra tecnología de OpenAI en su buscador Bing y

anuncia Copilot para aplicaciones de Office.
○ Importancia: Esto marcó un paso significativo en la integración de IA

en herramientas de productividad y búsqueda, desafiando el dominio de
Google en estos campos.

12. Reacción de Google y lanzamiento de Bard y Gemini (2023):
○ Evento: Google presenta Bard, su propio chatbot, y posteriormente

anuncia Gemini, su modelo de IA avanzado.
○ Importancia: Aunque enfrentó desafíos iniciales, Google buscó

reafirmar su posición en IA y competir con las ofertas de OpenAI y
Microsoft, acelerando la carrera por el dominio en IA conversacional.

13.Meta libera modelos LLaMA como código abierto (2023):
○ Evento: Meta (anteriormente Facebook) lanza LLaMA y LLaMA 2,

modelos de lenguaje disponibles para la comunidad como código
abierto.

○ Importancia: Esta estrategia buscó fomentar la innovación colaborativa
y posicionar a Meta como un actor relevante en IA, facilitando el acceso
a herramientas avanzadas para desarrolladores e investigadores.

14. Preocupaciones éticas y advertencias de expertos:



○ Evento: Figuras como Geoffrey Hinton expresan preocupación por los
riesgos de la IA, incluyendo posibles impactos negativos en el empleo y
riesgos existenciales.

○ Importancia: Estas advertencias resaltan la necesidad de abordar
cuestiones éticas, de seguridad y regulación en el desarrollo y
despliegue de tecnologías de IA avanzadas.

15. Fundación de xAI por Elon Musk (2023):
○ Evento: Musk anuncia la creación de xAI, una nueva empresa de IA

enfocada en comprender la verdadera naturaleza del universo.
○ Importancia: Su reingreso al campo de la IA indica la continua

competencia y diversidad de enfoques en el desarrollo de IA, además
de reflejar sus preocupaciones sobre la dirección actual de la industria.

16. Rol crucial de Nvidia en hardware de IA:
○ Evento: Nvidia se consolida como proveedor líder de GPUs

especializadas para entrenamiento de modelos de IA.
○ Importancia: La demanda de hardware capaz de manejar cargas de

trabajo de IA ha impulsado el valor y la influencia de Nvidia, siendo
esencial para el progreso de la IA moderna.

17. Formación de Anthropic por ex empleados de OpenAI (2021):
○ Evento: Dario Amodei y otros ex empleados de OpenAI fundan

Anthropic, enfocada en investigación de IA segura.
○ Importancia: La creación de Anthropic refleja las dinámicas internas en

la industria y la importancia de abordar la seguridad y ética en IA.
18. Estrategias de Amazon y alianzas con empresas de IA:

○ Evento: Amazon invierte en empresas como Anthropic y ofrece
infraestructura en la nube para IA.

○ Importancia: Aunque menos visible, Amazon juega un papel
estratégico en proporcionar servicios y soporte para el desarrollo de IA,
ampliando su ecosistema y capacidades.

Estos eventos son cruciales para entender cómo las interacciones entre individuos
influyentes, empresas tecnológicas y avances científicos han moldeado el panorama
actual de la IA. Desde la competición por talento y adquisiciones estratégicas hasta
preocupaciones éticas y lanzamientos de productos revolucionarios, cada evento ha
contribuido al rápido desarrollo y adopción de la IA en múltiples sectores.

Listado de personas mencionadas en el texto y sus perfiles:

1. Sam Altman
○ Quién es: Empresario y programador estadounidense.
○ Qué hace: CEO de OpenAI; ex presidente de Y Combinator.
○ Por qué es importante: Ha sido clave en el desarrollo de modelos

avanzados de IA y en la promoción de su uso seguro y abierto.
○ Aporte en IA: Bajo su liderazgo, OpenAI lanzó modelos como GPT-3 y

ChatGPT, revolucionando el procesamiento del lenguaje natural.



2. Elon Musk
○ Quién es: Empresario, inventor e inversor

sudafricano-canadiense-estadounidense.
○ Qué hace: Fundador de SpaceX; CEO de Tesla, Inc.; cofundador de

Neuralink y OpenAI; fundador de xAI.
○ Por qué es importante: Visionario en múltiples industrias tecnológicas,

incluyendo el espacio, la automoción eléctrica y la IA.
○ Aporte en IA: Cofundador de OpenAI; ha expresado preocupaciones

sobre los riesgos existenciales de la IA y busca desarrollar IA segura.
3. Demis Hassabis

○ Quién es: Neurocientífico, programador y empresario británico.
○ Qué hace: Cofundador y CEO de DeepMind.
○ Por qué es importante: Lideró avances significativos en IA

combinando aprendizaje profundo y neurociencia.
○ Aporte en IA: Desarrolló AlphaGo, el programa que venció al campeón

mundial de Go, demostrando el potencial de la IA en tareas complejas.
4. Mustafa Suleiman

○ Quién es: Empresario británico.
○ Qué hace: Cofundador de DeepMind; cofundador y CEO de Inflection

AI.
○ Por qué es importante: Enfocado en la ética y regulación de la IA.
○ Aporte en IA: Promovió la creación de comités éticos en DeepMind;

trabaja en desarrollar IA segura y alineada con valores humanos.
5. Larry Page

○ Quién es: Empresario y programador estadounidense.
○ Qué hace: Cofundador de Google; ex CEO de Alphabet Inc.
○ Por qué es importante: Figura clave en el desarrollo de motores de

búsqueda y publicidad en línea.
○ Aporte en IA: Impulsó la adquisición de DeepMind y la inversión en IA

dentro de Google.
6. Sergey Brin

○ Quién es: Empresario y programador estadounidense de origen ruso.
○ Qué hace: Cofundador de Google; ex presidente de Alphabet Inc.
○ Por qué es importante: Junto con Page, construyó una de las

compañías tecnológicas más influyentes.
○ Aporte en IA: Apoyó proyectos de IA en Google, incluyendo Google

Brain.
7. Mark Zuckerberg

○ Quién es: Empresario y programador estadounidense.
○ Qué hace: Cofundador y CEO de Meta Platforms (antes Facebook).
○ Por qué es importante: Transformó la comunicación y las redes

sociales a nivel global.
○ Aporte en IA: Contrató a expertos en IA como Yann LeCun; liberó

modelos de IA como LLaMA para fomentar la innovación abierta.
8. Satya Nadella

○ Quién es: Ingeniero y ejecutivo indio-estadounidense.
○ Qué hace: CEO de Microsoft desde 2014.



○ Por qué es importante: Lideró la transformación de Microsoft hacia
servicios en la nube y IA.

○ Aporte en IA: Estableció alianzas con OpenAI; integró IA en productos
como Bing y Office (Copilot).

9. Sundar Pichai
○ Quién es: Ejecutivo indio-estadounidense.
○ Qué hace: CEO de Alphabet Inc. y Google.
○ Por qué es importante: Lidera una de las empresas más influyentes en

tecnología e internet.
○ Aporte en IA: Supervisó el desarrollo de modelos de IA como BERT,

Bard y Gemini.
10. Peter Thiel

○ Quién es: Empresario e inversor estadounidense de origen alemán.
○ Qué hace: Cofundador de PayPal y Palantir Technologies; primer

inversor externo en Facebook.
○ Por qué es importante: Influyente inversor en tecnología y startups.
○ Aporte en IA: Inversor inicial en DeepMind; promotor de tecnologías

avanzadas.
11. Reid Hoffman

○ Quién es: Empresario, autor e inversor estadounidense.
○ Qué hace: Cofundador de LinkedIn; socio en Greylock Partners.
○ Por qué es importante: Influyente en redes profesionales y en

inversión en tecnología.
○ Aporte en IA: Inversor en OpenAI y cofundador de Inflection AI.

12. Geoffrey Hinton
○ Quién es: Psicólogo cognitivo e informático británico-canadiense.
○ Qué hace: Pionero en aprendizaje profundo; ex investigador en Google.
○ Por qué es importante: Conocido como el "padrino de la IA".
○ Aporte en IA: Desarrolló modelos de redes neuronales profundas; ganó

el Premio Turing en 2018.
13. Yann LeCun

○ Quién es: Científico informático francés.
○ Qué hace: Jefe de IA en Meta; profesor en la Universidad de Nueva

York.
○ Por qué es importante: Pionero en redes neuronales convolucionales.
○ Aporte en IA: Sus trabajos son fundamentales en visión por

computadora y aprendizaje profundo; Premio Turing 2018.
14. Jensen Huang

○ Quién es: Empresario e ingeniero taiwanés-estadounidense.
○ Qué hace: Cofundador y CEO de NVIDIA Corporation.
○ Por qué es importante: Lideró NVIDIA para convertirse en líder en

hardware para IA.
○ Aporte en IA: Desarrolla GPUs esenciales para el entrenamiento de

modelos de aprendizaje profundo.
15. Ilya Sutskever

○ Quién es: Investigador en aprendizaje profundo.
○ Qué hace: Cofundador y científico jefe de OpenAI.



○ Por qué es importante: Contribuyó significativamente al avance de
redes neuronales.

○ Aporte en IA: Coautor del paper "Sequence to Sequence Learning with
Neural Networks"; clave en modelos como GPT.

16. Dario Amodei
○ Quién es: Investigador en IA.
○ Qué hace: Cofundador y CEO de Anthropic.
○ Por qué es importante: Enfocado en IA segura y ética.
○ Aporte en IA: Lideró el desarrollo de GPT-2 y GPT-3 en OpenAI; fundó

Anthropic para abordar preocupaciones éticas.
17. Chelsea Voss

○ Quién es: Ingeniera y científica de datos.
○ Qué hace: Especialista en aprendizaje automático.
○ Por qué es importante: Participó en pruebas de modelos de IA.
○ Aporte en IA: Ayudó a evaluar el rendimiento de GPT-4 en pruebas

académicas.
18. Bill Gates

○ Quién es: Empresario y filántropo estadounidense.
○ Qué hace: Cofundador de Microsoft.
○ Por qué es importante: Figura clave en la revolución informática.
○ Aporte en IA: Aunque retirado de Microsoft, su influencia y asesoría

impactan en decisiones estratégicas en IA.
19. Greg Brockman

○ Quién es: Empresario y programador.
○ Qué hace: Cofundador y presidente de OpenAI.
○ Por qué es importante: Lideró el desarrollo de modelos como

ChatGPT.
○ Aporte en IA: Contribuyó a hacer accesibles modelos de lenguaje

avanzados al público.
20. Eric Schmidt

○ Quién es: Ingeniero y empresario estadounidense.
○ Qué hace: Ex CEO y presidente ejecutivo de Google.
○ Por qué es importante: Supervisó la expansión global de Google.
○ Aporte en IA: Apoyó inversiones en IA y adquisiciones como

DeepMind.
21. Talulah Riley

○ Quién es: Actriz y escritora británica.
○ Qué hace: Ha actuado en películas como "Inception".
○ Por qué es importante: Exesposa de Elon Musk; organizó una fiesta

clave donde se discutió el futuro de la IA.
○ Aporte en IA: Indirecto; facilitó eventos que influyeron en decisiones

estratégicas.
22. Lee Sedol

○ Quién es: Jugador profesional de Go surcoreano.
○ Qué hace: Considerado uno de los mejores jugadores de Go de todos

los tiempos.
○ Por qué es importante: Fue derrotado por AlphaGo de DeepMind en

2016.



○ Aporte en IA: Su partida contra AlphaGo demostró la capacidad
avanzada de la IA.

23. Eliezer Yudkowsky
○ Quién es: Investigador en inteligencia artificial y escritor.
○ Qué hace: Cofundador del Machine Intelligence Research Institute

(MIRI).
○ Por qué es importante: Pionero en ética y seguridad de la IA.
○ Aporte en IA: Escribió sobre riesgos existenciales de la IA y la

importancia de su alineación con valores humanos.
24. Sam Bankman-Fried

○ Quién es: Empresario y ex CEO de FTX.
○ Qué hace: Fundador de FTX y Alameda Research.
○ Por qué es importante: Figura prominente en criptomonedas; enfrentó

problemas legales.
○ Aporte en IA: Inversor en empresas de IA como Anthropic.

25.Walter Isaacson
○ Quién es: Escritor y periodista estadounidense.
○ Qué hace: Autor de biografías de Steve Jobs, Leonardo da Vinci y

otros.
○ Por qué es importante: Documenta la vida de influyentes figuras

tecnológicas.
○ Aporte en IA: Autor de la biografía de Elon Musk, proporcionando

información sobre sus visiones en IA.

Documentos, papers y obras mencionadas:

1. "Attention Is All You Need" (2017)
○ Autores: Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob

Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz Kaiser, Illia Polosukhin.
○ Editorial: Conferencia NIPS (NeurIPS).
○ URL: https://arxiv.org/abs/1706.03762
○ Descripción: Introduce el modelo Transformer, fundamental para

avances en procesamiento del lenguaje natural.
2. AlphaGo (2016)

○ Desarrollador: DeepMind.
○ URL:

https://deepmind.com/research/case-studies/alphago-the-story-so-far
○ Descripción: Programa de IA que venció al campeón mundial de Go,

mostrando capacidades avanzadas de aprendizaje.
3. Anuncio de OpenAI (2015)

○ Título: "Introducing OpenAI"
○ URL: https://openai.com/blog/introducing-openai
○ Descripción: Presentación oficial de OpenAI como organización sin

fines de lucro para promover IA segura y abierta.
4. GPT-3 y ChatGPT (2020-2022)

○ Desarrollador: OpenAI.
○ URL: https://openai.com/research/gpt-3
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○ Descripción: Modelos de lenguaje que revolucionaron la generación de
texto y conversación con IA.

5. BlenderBot (2020)
○ Desarrollador: Facebook AI Research.
○ URL: https://ai.facebook.com/blog/blender-bot-3/
○ Descripción: Chatbot experimental que buscaba interacciones más

naturales.
6. LLaMA y LLaMA 2 (2023)

○ Desarrollador: Meta AI.
○ URL: https://ai.facebook.com/blog/large-language-model-llama-meta-ai/
○ Descripción: Modelos de lenguaje grandes liberados como código

abierto para investigación y desarrollo.
7. Inflection AI

○ Fundadores: Mustafa Suleiman, Reid Hoffman.
○ URL: https://www.inflection.ai/
○ Descripción: Empresa dedicada a desarrollar IA segura y alineada con

valores humanos.
8. xAI (2023)

○ Fundador: Elon Musk.
○ URL: https://x.ai/
○ Descripción: Empresa fundada para comprender la naturaleza del

universo a través de la IA.
9. "Sequence to Sequence Learning with Neural Networks" (2014)

○ Autores: Ilya Sutskever, Oriol Vinyals, Quoc V. Le.
○ Editorial: NIPS (NeurIPS).
○ URL: https://arxiv.org/abs/1409.3215
○ Descripción: Presenta modelos secuencia a secuencia, fundamentales

para traducción automática y procesamiento del lenguaje.

Nota: Las URLs proporcionadas permiten acceder a los documentos y obtener
información detallada sobre cada obra.
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